Instructor: Dr. Chen-Fu Chiang
Semester: Fall 2020
Topic: Approximation Algorithms and Recurrent Neural Network
Time: MW 12:00 pm - 1:15 pm
Location: SUNY Poly Blackboard
Office Hours: (online) MW: 1:15 pm - 3:15 pm | F: 10:30 am - 11:30 am | By appointment
Office: Kunsela C225
Email: chiangc@sunypoly.edu (best way to reach me)
Note: Office hours are online via Blackboard Collaborate Ultra

Text and References
Required: Deep Learning (http://www.deeplearningbook.org/) MIT Press
Optional: ISBN-13: 978-1530826605 (Make Your Own Neural Network by Tariq Rashid)

Prerequisites
It is important that you have a foundation on both the theoretical and empirical fronts. You should have taken classes (or their equivalents) in Programming, (Matrix) Linear Algebra, Computational Complexity, and Algorithms.

Course Description
This course is designed to give a graduate-level student a thorough grounding in the formulation of optimization problems and Recurrent Neural Network (RNN). We explore data structures and deploy efficient solution methods for these optimization and real-world problems. We will introduce methods of optimization and RNN to computer science students, including linear programming, randomized algorithms (Markov Chains and Random Walks), Gated Recurrent Unit (GRU), Long Short-Term Memory (LSTM), and Monte Carlo based algorithms. The goal is to maintain a balance between theory, numerical computation, problem setup for solution by optimization and recurrent neural network. These general concepts will also be illustrated through applications in statistics, machine learning, AI, computer vision and robotics.

Course Objectives
• Familiarize students with the basic concepts associated with the field of optimization
• Introduce students specific problem areas of study within optimization and help students develop research skills
• Explore current state-of-the-art approaches and techniques used in research in this field

Course Outcomes
• Identify and describe basic concepts associated with the field of optimization
• Design optimization models and develop the ability to analyze a problem, and identify and define the computing requirements appropriate to its solution
• Formulate and approximate solutions for optimization problems and be able to use current techniques, skills, and tools necessary for finding optimal solutions

• Develop the ability to apply mathematical foundations, algorithmic principles, and computer science theory in the modeling and design of computer-based systems in a way that demonstrates comprehension of the trade-offs involved in design choices.

Topics

• Approximation Algorithms
  – Vertex Cover / Set Cover
  – Steiner Tree
  – Metric TSP Problems

• Rounding Linear Programs
  – Duality

• Markov Chains and Random Walk
  – A Randomized Algorithm for 3-SAT
  – From 3-SAT to Max-Cut
  – Stationary Distributions
  – Random Walks on Undirected Graphs

• Neural Network
  – Neurons
  – Forward + Backward propagation
  – Gradient descent

• Theory and Application behind RNNs

• Gated Recurrent Unit

• Long Short-Term Memory (LSTM)

• Applications:
  – Build RNN in Tensorflow 2
  – Time series forecasting
  – Text classification in natural language processing
  – Models for future predictions

Grading (Tentative)
The lecture format will be the basic mechanism used in the course. Computer demonstrations in the classroom will be used whenever appropriate. Assessment of student performance will use a criterion-referenced model which will include written assignments (40%), a comprehensive final examination (20%), and a project (40%). Unless otherwise specified, all the material must be submitted via Blackboard. Homeworks are with both written and programming parts. Each homework is centered around deepening
your understanding of the theoretical concepts. Students are welcome to study together to work out homework solutions. Students can form groups of size up to three for the assignment tasks. The examinations will test your knowledge and problem-solving skills on all preceding lectures and homeworks. Each lecture scribing should be done by two (or three) persons by following the given template written in \LaTeX. The final project is consisting in describing and summarizing results from one (or a few) recent research papers. Projects should be done in groups of up to three. We will specify the details of the project topics during the semester.

Late assignment and report will not be accepted unless you have made prior arrangements with me. The acceptable format of your solution will be specified in the assignment. All examinations are closed-book. A typical grading scale will be as follows:

<table>
<thead>
<tr>
<th>Percent</th>
<th>Grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>93 - 100</td>
<td>A</td>
</tr>
<tr>
<td>90 - 92</td>
<td>A-</td>
</tr>
<tr>
<td>87 - 89</td>
<td>B+</td>
</tr>
<tr>
<td>83 - 86</td>
<td>B</td>
</tr>
<tr>
<td>80 - 82</td>
<td>B-</td>
</tr>
<tr>
<td>77 - 79</td>
<td>C+</td>
</tr>
<tr>
<td>73 - 76</td>
<td>C</td>
</tr>
<tr>
<td>70 - 72</td>
<td>C-</td>
</tr>
<tr>
<td>65 - 69</td>
<td>D+</td>
</tr>
<tr>
<td>60 - 64</td>
<td>D</td>
</tr>
<tr>
<td>Below 60</td>
<td>F</td>
</tr>
</tbody>
</table>

**Attendance Policy**

Attendance and active class participation are required. Be prepared to participate by asking and answering questions during class meetings. Please send me an email if you know you have to miss a class.

**Academic Integrity/Policy**

Plagiarism and Cheating of any kind on an examination, quiz, or assignment will result at least in an F for that assignment (and may, depending on the severity of the case, lead to an F for the entire course). I will assume for this course that you will adhere to the academic creed of this University and will maintain the highest standards of academic integrity. In other words, do not cheat by giving answers to others or taking them from anyone else. The code of academic conduct is detailed in the SUNY Poly student handbook. Make-ups are only given under extreme circumstances. I will also adhere to the highest standards of academic integrity, so please do not ask me to change (or expect me to change) your grade illegitimately or to bend or break rules for one person that will not apply to everyone.

**Academic Adjustments for Students with Disabilities**

In compliance with the Americans with Disabilities Act of 1990 and Section 504 of the Rehabilitation Act, SUNY Polytechnic Institute is committed to ensuring comprehensive educational access and accommodations for all registered students seeking access to meet course requirements and fully participate in programs and activities. Students with documented disabilities or medical conditions are encouraged to request these services by registering with the Office of Disability Services. For information related to these services or to schedule an appointment, please contact the Office of Disability Services.